Using high-dimensional propensity scores to automate confounding control in a distributed medical product safety surveillance system
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ABSTRACT

Distributed medical product safety monitoring systems such as the Sentinel System, to be developed as a part of Food and Drug Administration’s Sentinel Initiative, will require automation of large parts of the safety evaluation process to achieve the necessary speed and scale at reasonable cost without sacrificing validity. Although certain functions will require investigator intervention, confounding control is one area that can largely be automated. The high-dimensional propensity score (hd-PS) algorithm is one option for automated confounding control in longitudinal healthcare databases. In this article, we discuss the use of hd-PS for automating confounding control in sequential database cohort studies, as applied to safety monitoring systems. In particular, we discuss the robustness of the covariate selection process, the potential for over- or under-selection of variables including the possibilities of M-bias and Z-bias, the computation requirements, the practical considerations in a federated database network, and the cases where automated confounding adjustment may not function optimally. We also outline recent improvements to the algorithm and show how the algorithm has performed in several published studies. We conclude that despite certain limitations, hd-PS offers substantial advantages over non-automated alternatives in active product safety monitoring systems.
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INTRODUCTION

Distributed safety monitoring systems, such as the Sentinel System to be developed as a part of Food and Drug Administration’s Sentinel Initiative, will benefit from automating large parts of today’s pharmacoepidemiology study process and will require automation that is based on sound design principles and careful quality control, and built to ensure validity while providing speed and scale. Speed is required for fast evaluation and identification of safety signals; scale is needed to manage both the number of patients under observation and the number of potential safety signals the system needs to be able to evaluate. In this setting, the intelligence that investigators normally apply study-by-study needs to be encapsulated in study frameworks and algorithms that can be applied reliably and in a largely hands-off fashion.

The choice of an appropriate study design can largely be driven by attributes of the safety question and associated appropriate designs. Self-controlled designs, which minimize confounding by comparing a patient with himself or herself, are well suited to studies of acute onset events such as allergic reactions or situations of transient exposures. However, in most monitoring scenarios, cohort designs and their associated sampling strategies will be better suited. A successful safety cohort study will use an incident user design with well-defined covariate assessment and exposure definition windows, covariate balancing, and other familiar components. An important part of cohort-type designs is choosing a suitable comparison group. This choice is key to study validity and will need substantial investigator input on a case-by-case basis.

In this article, we have made the following assumptions: (i) we will use a cohort-type design with the understanding self-controlled designs are not applicable to the monitoring setting at hand; (ii) for practical reasons, data updates occur at predefined, periodic time points (e.g. every 3 months) and the cohort is...
sequentially expanded in size; (iii) a drug with a similar indication as the study drug has been chosen as a clinically-meaningful active comparator; and (iv) the study data are longitudinal insurance claims stored across a distributed database network.

Cohort studies of treatment effects require control for between-person confounding. Common methods to minimize confounding bias in non-randomized cohort include inducing homogeneity in patient characteristics by restriction of the patient population, stratification of treatment effects by subgroups, matching patients on key factors such as age, or adjusting for measured confounders with regression. Propensity scores and disease risk scores extend these basic concepts by aggregating a number of confounders into a single summary measure.

Any control of confounding begins with the identification of potential confounding factors and the correct selection of the covariates that influence the use of study medications and the outcome under evaluation. Traditionally, this is done through the application of subject matter expertise or through a more formal process such as directed acyclic graphs. Covariates may be created (identified and measured) specifically for the study, or in pharmacoepidemiological database studies, covariate definitions may already exist in a standing library. However, this traditional approach does not scale well to either the large number of covariates necessary for reasonable confounding control in pharmacoepidemiological database studies nor to the number of monitoring projects envisioned for an active medical product surveillance system. A standing library of covariate definitions, even one based on a common data model, may not include all the important risk factors for the present study and may require all participating data partners to subscribe to a 'lowest common denominator' of available data elements. The fact that drug user populations shift over time will make it even more cumbersome to pick a single set of 'correct' variables that are applicable over time.

The ideal automated procedure for covariate selection would create and select pre-exposure covariates and, by controlling for these covariates, minimize residual bias as well as or better than a team of investigators would be able to. This process would enable the valid study of medical product-outcome associations with a minimum of investigator intervention and thus make monitoring fast and scalable.

In this article, we investigate whether one procedure, the high-dimensional propensity score (hd-PS) algorithm, could serve as an automated mechanism for confounding adjustment for the Sentinel System and describe the strengths and limitations of hd-PS in such a setting. In particular, we discuss the robustness of the covariate selection process, the computation required, the potential for over- or under-selection of variables, the practical considerations in a federated database network, and the cases where automated confounding adjustment may not function optimally.

THE HD-PS ALGORITHM

In earlier work, we described the hd-PS algorithm, an automated covariate creation, selection, and confounding adjustment process. It has now been applied to several pharmacoepidemiology studies. Moving left to right across each row of Table 1 shows what we consider to be evidence of the method’s success: across a range of studies, we see a largely monotonic progression of the point estimate as additional levels of confounding control are applied. We observed that this progression may move toward a null finding, away from the null, or even to and beyond the null depending on the nature of the residual confounding. For example, in the first row, the unadjusted point estimate indicates that Cox-2 inhibitors (coxibs) are associated with a 9% increase of incidence of gastrointestinal bleed as compared with non-selective non-steroidal anti-inflammatory drugs (ns-NSAIDs). Randomized trials suggested a lowering of risk by approximately 20% among healthy patients, so we consider the unadjusted value, observed among patients undergoing routine care, to be upwardly biased. Adjusting for age, sex, and other basic variables moves the point estimate downward to a 1% increase in risk. Further adjustment by other investigator-specified variables moves the estimate further downward, to a 6% relative risk reduction. Applying hd-PS moves the estimate yet further downward, to a 12% to 13% relative risk reduction observed in our routine care population.

Since the algorithm’s original publication, we have studied and made modifications to the procedure both to handle small study sizes and to greatly improve speed.
Table 1. hd-PS as applied to various studies

<table>
<thead>
<tr>
<th>Type of data source</th>
<th>Exposure (referent)</th>
<th>Outcome</th>
<th>Relative risk estimate (95%CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Unadjusted</td>
<td>Adjusted by basic variables</td>
</tr>
<tr>
<td>US Medicare claims data</td>
<td>Coxibs (ns-NSAIDS)</td>
<td>GI bleed within 180 days</td>
<td>1.09 (0.91–1.30)</td>
</tr>
<tr>
<td>German claims data</td>
<td>Coxibs (ns-NSAIDS)</td>
<td>GI bleed</td>
<td>1.21 (0.91–1.61)</td>
</tr>
<tr>
<td>UK claims data supplemented with EMR data</td>
<td>Coxibs (ns-NSAIDS)</td>
<td>Upper GI bleed</td>
<td>1.50 (0.98–2.28)</td>
</tr>
<tr>
<td>US Medicare claims data</td>
<td>Statins (glaucoma drugs)</td>
<td>All-cause mortality within 180 days</td>
<td>0.56 (0.51–0.62)</td>
</tr>
<tr>
<td>British Columbia claims data</td>
<td>TCAs (SSRIs), &lt;18 y.o.</td>
<td>Suicide within 1 year</td>
<td>0.59 (0.28–1.27)</td>
</tr>
<tr>
<td>British Columbia claims data</td>
<td>TCA (SSRIs), 18+ y.o.</td>
<td>Suicide within 1 year</td>
<td>0.97 (0.77–1.21)</td>
</tr>
<tr>
<td>Mix of US Medicare, US commercial, and Canadian claims data</td>
<td>Clopidogrel+PPI</td>
<td>MI or CV death</td>
<td>1.74 (1.44–2.10)</td>
</tr>
<tr>
<td>US commercial claims data</td>
<td>Neurontin (Topamax)</td>
<td>Suicide or attempted suicide</td>
<td>0.95 (0.76–1.19)</td>
</tr>
<tr>
<td>British Columbia claims data</td>
<td>Conventional APMs (atypical APMs)</td>
<td>Death</td>
<td>1.37 (1.11–1.69)</td>
</tr>
<tr>
<td>British Columbia claims data</td>
<td>Benzodiazepines (atypical APMs)</td>
<td>Death</td>
<td>1.37 (1.14–1.64)</td>
</tr>
</tbody>
</table>

One measure of performance of the hd-PS algorithm is a consistent movement in point estimates as more confounding adjustment is applied (right to left in the table). TCA, tri-cyclic anti-depressant; SSRI, selective serotonin uptake inhibitor; PPI, proton pump inhibitor; APM, anti-psychotic medication; MI, myocardial infarction; CV, cardiovascular; GI, gastrointestinal.
and, when present, for frequency of the event’s recurrence—and assesses these new covariates for their association with both study exposure and outcome. Using Bross’ formula for confounding bias for dichotomous variables, it then ranks the group of covariates for their potential to bias the association under study, and by default will select the top 500 of these covariates that seem most likely to add bias. It enters these variables into an exposure propensity score model, and after estimating the propensity score, the hd-PS algorithm initiates a fixed-ratio matching process that creates a cohort in which patients treated with the exposure and referent drugs are balanced with respect to measured covariates. Although matching may implicitly exclude patients who are in the tails of the propensity score distributions, it will estimate the treatment effect only among patients who could plausibly have received either of the drugs under study. In randomized trial terms, these are the patients for whom there was equipoise.

When using hd-PS, we recommend a set of basic design principles. To ensure clear temporality and to avoid other biases, we apply an incident user cohort design in which exposure is required to be preceded by a term of non-use of the study drugs, thereby excluding prevalent users. In most cases, exposure should be contrasted with an active comparator group with the same indication; for example, users of coxibs would be compared with users of ns-NSAIDs rather than non-users. All covariates that are assessed must be recorded within a defined period before the exposure date, often 180 or 365 days. Outcome is assessed during a limited follow-up time with censoring at the time of treatment discontinuation or treatment group switching. These design criteria, while not the only way to conduct a successful study, ensure that key epidemiological principles are met: covariates are measured before exposure, incident users are compared ‘apples to apples’ to other incident users, and exposure misclassification during follow-up is limited.

With this in place, hd-PS can identify and select covariates, estimate a propensity score, and match patients within the cohort, all without user intervention. Applied on a periodic basis over time and at each participating data provider’s facility, the result is a series of cohorts matched within each provider’s patient base and matched with respect to the best available covariate information at the time of the patients’ exposures. As exposure or outcome frequency grows or as the composition of the population using a drug changes over time, so too will the covariates selected to optimally address confounding.

Although this is contrary to the principle of choosing covariates based on knowledge of the biologic processes at work, it is an effective approach in secondary data like those that will be used within the Sentinel System. It is also pragmatic, as it addresses the issue of changing drug usage patterns over time and thus ensures that maximal validity is achieved at each point in time and in each data environment, even across the heterogeneous data elements available in a federated system.

As we noted earlier, matching the cohorts imposes an implicit and useful restriction criterion: patients are unmatched and thus excluded if there are exposed patients for whom no exchangeable referent patient exists, or vice versa. Although analytically the results are similar to a trimmed propensity score approach, a fixed-ratio matching process also provides other beneficial side effects, such as a cohort that should be balanced with respect to all measured confounders and thus does not require further confounding control in the outcome analysis. An inspection of the cohort stratified by exposure category and confounders will indicate, either visually or through the automated application of measure like the Mahalanobis distance, residual imbalances that need to be addressed. The benefits of the simplicity of this balance verification should not to be underestimated in a system that aspires to automate as many aspects as possible but which still allows for rapid quality checks of the underlying epidemiology.

DISCUSSION OF THE STRENGTHS AND LIMITATIONS OF HD-PS

For decades, epidemiologists have been taught that each confounding variable’s relationship with the exposure and outcome must be fully understood on biological and medical-sociological grounds. Unsurprisingly, a healthy skepticism is a common first reaction to an automated confounding adjustment approach. However, context is important: in the case of a safety surveillance system based on secondary data, our biggest concern is unmeasured confounders, as we are not in control of the data collection process and might not know all relevant confounders and thus are prevented from defining necessary confounding variables from first principles.

In this section, we present several of hd-PS’s performance characteristics as well as potential threats to validity because of the use of the hd-PS algorithm.
General issues with selection of variables for confounding adjustment

An automated variable selection technique can fail in several ways: it can select too few covariates, too many covariates, and/or can select the wrong covariates.

With respect to the optimal number of covariates to be selected, we recently performed extensive simulation studies in which we sought to determine how many variables are required for maximal confounding adjustment achievable in a specific data source for a specific exposure-outcome pair. We examined hd-PS in both common and small study circumstances and determined that 350 to 400 variables are generally sufficient. A additional variables provided a little change in point estimate, as the algorithm first selects the variables likely to cause the most bias. Selecting additional variables would likely do no harm, but selecting fewer is likely to lead to under-adjustment. Indeed, in a propensity score, there is little harm to including too many variables, as long as those variables are either confounders, proxies for confounders, or are predictors of the outcome.

Further, because the parameters of a propensity score model will not be interpreted, and the score will not be generalized to other data sets, there is no need for concern about overfitting. Naturally, there will be a strong correlation among certain measures (e.g. ordering of a cholesterol test, diagnosis of hypercholesterolemia, statin drug use, and increased service usage intensity), but while this correlation would affect the interpretation of the elements of the propensity score model, it will not reduce the score’s ability to adjust for confounding.

Selection of the correct variables is nevertheless important. Although the Bross formula provides a reasonable way to quantify the potential univariate bias if we would fail to adjust for a particular variable, it does not account for more complex situations. In particular, certain variables such as colliders may seem analytically to be confounders, but adjusting for them can increase bias.

Two relevant kinds of collider bias have been noted in the literature: M-bias, named for the shape of the directed acyclic graph that characterizes it, and Z-bias, named because the bias comes from the inclusion of an instrumental variable (often notated Z) in the analysis; Z-bias is, also called ‘residual confounding amplification’. Two relevant kinds of collider bias have been noted in the literature: M-bias, named for the shape of the directed acyclic graph that characterizes it, and Z-bias, named because the bias comes from the inclusion of an instrumental variable (often notated Z) in the analysis; Z-bias is, also called ‘residual confounding amplification’.

Variable selection issue: potential for M- and Z-bias

M-bias (Figure 1) occurs from conditioning on an apparent confounder (C), which is actually a collider. C must be associated with two types of unmeasured confounders—a U1 that is associated only with exposure and a U2 that is associated only with the outcome—but also not be directly associated with either exposure or outcome. Brookhart et al. gave this hypothetical example: in a study of anti-depressants’ effect on incidence of lung cancer, assume that U1 is depression status (affecting anti-depressant use but not lung cancer) and U2 is smoking history (affecting lung cancer but not anti-depressant use). By conditioning on cardiovascular disease (C), an association is induced between anti-depressants and lung cancer via the M-shaped pathway via depression, cardiovascular disease, and smoking.

Although M-bias has been shown theoretically, in practice, its effect seems to be minimal. Liu et al. showed that the bias, even when detected, was generally small (<5%, based on strength of residual confounding) and also pointed out that finding a scenario like this was rather difficult, especially in an incident user design. Moreover, outside the tidiness of a simulation environment, in other circumstances (Figure 2), the variable C may be a collider on one path (U1 → C → U2) but a proxy for a confounder (U3) on another. In this case, whether to adjust for C comes down to whether doing so will do more good than harm. It seems that in most pharmacoepidemiology situations, we are unlikely to see true M-bias of any relative magnitude, and if we do, experience tells us that the complexity of the underlying biological and medical-sociological structures will likely...
yield a complicated situation that mixes confounding and colliding. In most of these circumstances, the reduction in bias from adjusting for the confounding should far offset any increase in bias because of conditioning on a collider.26

Z-bias refers to the bias caused by adjusting for an instrumental variable in studies that also have unmeasured confounding.27,28,30,31 An instrument is a variable that is associated only with the exposure and not with outcome (other than through a pathway via exposure) and can serve to adjust for unmeasured confounding if handled with the proper analytic tools.32–34

In a study of statins versus glaucoma drugs on the incidence of myocardial infarction, a variable like prior glaucoma diagnosis will be strongly predictive of whether a patient receives a glaucoma drug but will have little effect on the outcome.

Myers et al.30 undertook a simulation study to quantify the effects of Z-bias in common pharmacoepidemiology settings. They found that Z-bias, although measurable, was only of substantial magnitude in cases of very strong unmeasured confounding, and even in these cases, the strongest Z-bias we observed represented less than 5% of the total study bias. From this simulation analysis, they concluded that Z-bias was indeed a measurable phenomenon but was small in degree compared with studies’ true threat to validity: unmeasured confounding. They further conclude that when in doubt about whether a covariate is a confounder or an instrument, adjusting for the covariate will generally reduce net bias.

The first line of defense against M- or Z-bias is to reduce unmeasured confounding; by doing so, the effect of these biases will be minimized or eliminated. If unmeasured confounding remains after applying hd-PS or another confounding reduction technique, some effect of M- and Z-bias may be unavoidable: in the end, it is impossible to distinguish a confounder from a collider through inspection of data. However, in non-randomized pharmacoepidemiology, confounding bias is generally considered to be the greatest threat to study validity; any confounding bias will likely be of greater magnitude than collider bias. An automated confounding adjustment system that selects a large number of covariates, even with somewhat imperfect variable selection, should improve study validity far more than it will harm it (Figure 3).

**Variable selection issue: selection with respect to outcome**

Rubin42,45 advocates that variables in a propensity score should be selected on the basis of whether the variables balance the patients between exposure groups, but not on whether they are independent risk factors for outcome. Although we agree with this approach in principle, it does assume that investigators know and measure all [true confounders a priori]. A principal innovation of hd-PS is to automatically identify a large number of covariates and prioritize them according to their potential to be confounders. Although this prioritization requires reference to the study outcome, we view hd-PS as a pragmatic approach to Rubin’s general principle of using propensity scores to ultimately improve study validity.

**Use of hd-PS with few exposed patients or outcome events**

In a distributed Sentinel-type system, issues stemming from small cohort size can arise in multiple ways: it is possible that some contributing sites will be small, or that sites, although large, will have low exposure frequency. Infrequent exposure may be common in the setting of active surveillance of drugs that are new to market, as there may be a limited number of early users.35

With few exposed patients, propensity scores are difficult to estimate. Alternatives exist—high-dimensional disease risk scores36 can be used in place—but in an automated system, there may be little ability to implement alternative approaches. In cases of few exposed patients and even fewer outcome events, several pragmatic approaches can be contemplated: one can wait until sufficient exposures accumulate, one can pool sites to estimate propensity scores (if data sharing is allowed), one can estimate a propensity score with a minimal number of variables and thus lower confidence in the resulting point estimate accordingly, or one can estimate a disease risk score from historical data and use that until enough exposed patients are observed.

With respect to few outcome events, we have shown that hd-PS works well with approximately 150 or more outcome events.6 With between 25 and 150 outcome events, we recommend enabling the new ‘zero cell
correction’ or ‘confounder-exposure assessment only’ options provided in the latest versions of the hd-PS algorithm. Zero cell correction adds 0.1 to each cell of each variable-outcome $2 \times 2$ table and thereby enables estimation of all variables’ potential bias. Alternatively, the confounder-exposure assessment mode implements the outcome-independent Rubin approach and judges potential for bias only via the variables’ differential prevalence in the exposed and unexposed groups. With fewer than 25 events, we have observed that hd-PS generally works as well as investigator’s specification of covariates, but may not offer any improvement beyond that.

Automated generation of health utilization variables
Health service intensity variables such as number of office visits or number of medications used are important proxies for health state. Sicker patients have more healthcare encounters and more healthcare encounters lead to more opportunities that health status will be recorded. Because these variables are so frequently crucial confounders, the hd-PS algorithm includes automated characterization of each patient’s service usage. Early tests have shown that hd-PS’s generation of health service intensity variables is equivalent to the investigator-specification of these variables, to within 1% of the resulting point estimate.

Additional challenges in a distributed database setting
The distributed data setting of the Sentinel System allows for the contribution of many participating sites with varying levels of available information, but the robust confounding control needed in most safety studies introduces certain logistical and analytic challenges. For reasons of patient and organizational privacy, a central site may not be able to receive individual-level data. A better solution may be for each site to estimate an hd-PS and then share just de-identified information—anonymous identifier, exposure status, outcome status, estimated hd-PS, and possibly other non-identifying information to be used for subgroup analyses. The cost of this approach is a set of limitations: each participating site must have the analytic capability to run preprogrammed code for hd-PS and relevant diagnostics, including the generation of a table of the patients’ characteristics as stratified by treatment group, and any subgroup analyses must be specified a priori. In studies to date, including a large-scale, multisite investigation that made extensive use of propensity scores, the benefit of maximal confounding adjustment and thus maximal study validity has outweighed the limitations imposed.

In a distributed setting with heterogeneous data elements, hd-PS also offers two further advantages. First, the algorithm is largely agnostic to data structure and coding schemes: hd-PS has worked without modification or transformation to a common data model on data from Medicare, commercial US insurers, British Columbia’s provincial insurance programs, and the UK’s THIN and GPRD research databases. Second, hd-PS is designed to take maximal advantage of data available from each site; if one site has detailed, medical record-based information but another has just basic claims, hd-PS will adjust maximally in each site rather than revert to a lowest common denominator of available information. If sites have substantially differing point estimates, we have proposed methods to determine whether the variability comes from heterogeneous patient populations or from insufficient confounding adjustment in sites with less information stored in their databases.

Requirements for computing time
The current version of hd-PS takes advantage of the ability of SAS 9.2 to transparently call Java programs from within data steps, and is released as a SAS macro with an embedded Java component. The hybrid SAS/Java approach allows for substantially improved performance versus a macro implemented purely in the SAS macro language. This performance is key for subgroup analyses, sensitivity analyses, or other situations in which hd-PS must be run multiple times. We have also implemented a version of hd-PS for high-end database appliances; with such an appliance, computing time is reduced to approximately 30 seconds. This version is targeted for large data sets, multiple re-analyses, or other situations in which speed and scale are crucial.

Diagnostics and presentation of results
Automated variable selection algorithms can seem to be something of a ‘black box’; to counter this, we have created an extensive Web site (http://www.hdpharmacoepi.org) for making hd-PS’s activities transparent. If the user requests, the algorithm can automatically upload and archive aggregated diagnostic information and anonymous summary data that is similar to the typical cohort description published in research articles. Once it is uploaded, a public link can be generated for study investigators and external reviewers to interactively browse the variables selected, review Z-bias screening reports, check other diagnostics, and compare the
variables selected across studies with similar exposures and outcomes. Note that though the site can display extensive information about each analysis, no individual patient data is ever in any way transmitted, visible, or inferable.

CONCLUSION

Active safety monitoring systems will require certain decisions to be made by investigators; at the same time, meaningful scalability will require as many study elements as possible to be automated. We provide reasons and some evidence that covariate creation and selection can be accomplished effectively with an automated process such as hd-PS. We recognize the trade-offs—including variables that may be chosen because of observed associations rather than from subject matter expertise, or variables that may be included unnecessarily or even incorrectly—but in studies to date, hd-PS has made choices that provide equal or better confounding adjustment as compared to investigator-driven covariate selection, and we have no evidence that ‘over-adjustments’ resulting in M-bias and Z-bias are threats to validity in realistic safety surveillance settings. In general, settings of very few exposed combined with rare outcomes will remain challenging, as will settings with very strong unmeasured confounding.
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KEY POINTS

- To reach full scale, the Sentinel System and other drug safety surveillance systems will require automation of large parts of the evaluation process.
- We present the high-dimensional propensity score as one option for automating confounding control in safety surveillance evaluations.
- We discuss covariate selection, potential for collider bias, practical considerations, and other challenges and solutions.
- We conclude that despite certain limitations, hd-PS offers substantial advantages over non-automated alternatives in active product safety monitoring systems.
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